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1. Introduction
Touch modality is one of the most essential ways hu-

mans interact with the physical world [5]. We engage with
objects by observing and touching them. Developing a uni-
fied vision-touch model capable of processing both modali-
ties can significantly advance autonomous agents, enabling
interactions with the physical world like humans.

We propose the Visuo-Tactile Model (VTMo), a mod-
ular Vision-Touch Transformer encoder designed to unify
the strengths of dual-encoder and fusion-encoder architec-
tures. By integrating the flexibility of dual-encoder mod-
els, which enable fast inference by pre-encoding features,
and the accuracy of fusion-encoder models, which incorpo-
rate deep cross-modal interactions, as illustrated in Fig. 1,
VTMo offers a robust solution for diverse cross-modal
tasks. VTMo uses a shared self-attention mechanism com-
bined with modality-specific and cross-modal experts. Each
VTMo block routes inputs to three parallel expert networks
for vision, touch, and vision-touch, facilitating modality-
specific and cross-modal feature learning.

Due to its flexible architecture, VTMo can function as
an image-only encoder, touch-only encoder, or vision-touch
fusion encoder, making it versatile for tasks requiring ei-
ther speed or accuracy. Testing the representations learned
by VLMo on the Image-to-Touch Retrieval task, we show
that our proposed method achieves comparative accuracy,
is faster to train, and simultaneously requires less compu-
tation complexity. Implementation details are available at
https://github.com/zichenzhang04/vtmo

2. Related Works
Dual-encoder. Recent advances in visuo-tactile model-

ing have explored approaches for aligning touch and vision
embeddings. UniTouch [11] employs a dual-encoder ar-
chitecture where touch and vision modalities are encoded
separately, and cross-modal interaction is handled by rank-
ing the cosine similarity between latent embeddings. While

1This project was completed as the final project for EECS 442: Com-
puter Vision at the University of Michigan.

efficient at inference time due to pre-encoded features, dual-
encoder architectures often underperform in tasks requiring
deeper cross-modal understanding [4].

Fusion-encoder. An alternative approach is the fusion-
encoder, which integrates touch and vision features through
cross-modal attention, as seen in VilBERT [7] for vision and
language. Fusion-encoder architectures are more effective
in tasks requiring detailed cross-modal interactions but are
computationally expensive because they necessitate jointly
encoding all possible vision-touch pairs during inference.

Vision-Language Models (VLMs). VLMo [2] in-
troduced a modular approach called mixture-of-modality-
experts (MOME) to combine modality-specific and cross-
modal features, inspiring the design of our method.

3. Method
VTMO Block. The architecture of VTMo follows the

same design as BEiT-Base [1]. However, in each Trans-
former block [4, 10], following the MOME design [2], we
replace the single feed-forward network in the standard
Transformer block with a pool of three parallel modality
experts, each of which is an independent feed-forward net-
work, as shown in Fig. 2. These three experts each handle
visual image encoding, tactile image encoding, and visual-
tactile fusion. Given a previous block’s output Hl−1, the
VTMo block calculates the output Hl by routing to a spe-
cific modality expert. Here, LN stands for layer normaliza-
tion, and MSA is short for multi-head self-attention.

H′
l = MSA(LN(Hl−1)) +Hl−1 (1)

Hl = Expert(LN(H′
l)) +H′

l (2)

Input Representation. We treat tactile images the same
as visual images. Following ViT [4], we obtain the stan-
dard patch embedding by linearly projecting both visual im-
age patches and tactile image patches. We then employ the
learnable special tokens [I CLS] and position embeddings
on both sequences of vision and touch.

Visual-Tactile Contrast. Inspired by contrastive learn-
ing methods [2,8,11], we design a visual-tactile contrastive
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(a) Overview of the flexibility of VLMo. Due to its modular structure, VTMo can be used as a dual-
encoder, a single-modality encoder, and a fusion-encoder, respectively, depending on the down-
stream tasks without adjusting any parameter. Modality experts that are marked in blue are those that
are not routed to during testing or inference.

(b) Image-to-Touch Retrieval accuracy and
FLOPs. Used as a dual-encoder with shared
attention layers, VTMo is more accurate and
requires less computation than the baseline
dual-encoder with separate attention layers.

Figure 1. VTMo can be adapted to different single-modal and multi-modal tasks while achieving comparative performance.

loss to align the representations of visual and tactile modal-
ities. For each input pair, the [I CLS] tokens are treated as
representations for both the visual image and tactile image.
The final contrastive loss is the average of image-to-touch
and touch-to-image cross-entropy losses. See Appendix D
for detailed mathematical definitions.

Lcontrastive =
1

2
(Li2t + Lt2i). (3)
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Figure 2. Our proposed VLMo Transformer block.

4. Image-to-Touch Retrieval
Training. Due to hardware limitations, we use a ran-

domly sampled subset of the Touch and Go dataset [12] and
a small batch size of 35. See Appendix B for more de-
tails. We structure VTMo as a dual-encoder following the

left one in Fig. 1a. We initialize VTMo with the pre-trained
weights from BEiT-Base-Patch16-224 [1]. The visual and
tactile representations are aligned using the loss described
in Appendix D, with a temperature parameter σ = 0.07.
Since we noticed that freezing the attention layers decreases
the performance (see Appendix C for ablation studies), we
fine-tuned all parameters to ensure full adaptation to the
new tactile modality. We use the Adam optimizer [6], with a
learning rate of 1×10−4. We train the model for 15 epochs.
For baseline, we use the same setting to train two encoders
similar to [8,11], with the only difference being that the two
encoders don’t share attention layers.

Evaluation. We evaluate the model’s performance on
the test set using an image-to-touch retrieval task. Given
an input visual image, the model retrieves the most closely
aligned tactile image, as shown in Fig. 3. Retrieval accuracy
is measured with Recall@1.

Results. As seen in Fig. 1b, our method achieves com-
petitive performance and inference speed, while converging
faster (see details in Fig. 4).

5. Conclusions and Future Work

In this work, we proposed VTMo, a unified visuo-tactile
transformer encoder that leverages a mixture-of-modality-
experts to balance efficiency and accuracy across single-
modal and multi-modal tasks. While we demonstrated its
effectiveness as a dual encoder for image-to-touch retrieval,
future work includes evaluating VTMo as a fusion encoder
and applying the learned representations to more challeng-
ing downstream tasks such as X-to-Touch generation and
image synthesis with touch.
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Figure 3. Overview of Image-to-Touch Retrieval results. Given an input visual image on the left, VTMo retrieves the most closely
aligned tactile image, which is shown on the right.
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A. Training

We found that VTMo converges much faster to a lower
loss, as seen in Fig. 4.

Figure 4. Training loss in relation to the number of epochs.
VTMo converges faster than the baseline while achieving lower
loss and better generalization.

B. Dataset Details

The subset of Touch and Go [12] we used includes a total
of 3,620 pairs of visual and tactile images pairs. We split the
dataset into three parts: 2,534 pairs for training, 543 pairs
for validation, and 543 pairs for testing. Each visual-tactile
pair represents a positive pair.

C. Ablation Studies

As shown in Tab. 1, we noticed that freezing the atten-
tion layers decreases the performance. We suspect that this
performance gap results from the fact that tactile images
were not represented in ImageNet-21k [3] that was used to
pre-train BEiT [1].

Method Accuracy

VTMo (frozen attention layers) 15.11
VTMo (no frozen layers) 57.27

Table 1. Image-to-Touch Retrieval in relation to whether at-
tention layers are frozen. Fine-tuning all layers, including the
shared attention layers (whose weights are initialized with BEiT-
Base), achieves a much higher accuracy.

D. Contrastive InfoNCE Loss
Following [9], let ĥv

i ∈ RD and ĥt
j ∈ RD denote the

normalized representations of the i-th visual image and j-
th tactile image, respectively. The image-to-touch similarity
si2ti,j and the touch-to-image similarity st2ii,j are calculated as:

si2ti,j = (ĥv
i )

⊤ĥt
j , st2ii,j = (ĥt

i)
⊤ĥv

j . (4)

To obtain the probability distributions for image-to-
touch and touch-to-image matches, softmax normalization
is applied over the respective similarities:

pi2ti =
exp(si2ti,i /σ)∑N
j=1 exp(s

i2t
i,j /σ)

(5)

pt2ii =
exp(st2ii,i /σ)∑N
j=1 exp(s

t2i
i,j /σ)

, (6)

where σ is a learnable temperature parameter shared
across both modalities. The loss for aligning visual and tac-
tile modalities is based on cross-entropy, calculated sepa-
rately for image-to-touch and touch-to-image similarities:

Li2t = − 1

N

N∑
i=1

log pi2ti (7)

Lt2i = − 1

N

N∑
i=1

log pt2ii . (8)

The total contrastive loss is then defined as Eq. (3).
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